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Why is Pune one of the best cities in India for startups?

Pune is considered one of the best cities in India for startups for a variety of reasons.

Some of the factors that make Pune an attractive location for startups include:

* The availability of resources: Pune has a vibrant ecosystem of support for startups,
with access to funding, networking opportunities, and a large pool of talent.

* The local market: Pune is home to a large and growing market for technology and
innovation, with a strong presence of both domestic and international companies. This
provides a favorable environment for startups to grow and thrive.

* The cost of living: Pune is known for its relatively low cost of living compared to other
major cities in India, which can be attractive for startups looking to control expenses
and maximize their resources.

* The quality of life: Pune is known for its high quality of life, with a pleasant climate, a
rich cultural heritage, and a diverse population. This can be appealing to both

entrepreneurs and employees looking to establish a startup in the city.
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The unreasonable effectiveness of deep learning in

artificial intelligence
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"... has become something of a scientific bandwagon.

... it has received an extraordinary amount of publicity
in the popular as well as scientific press.

... it has perhaps ballooned to an importance beyond
its actual accomplishments. "



"... has become something of a
scientific bandwagon.

... it has received an
extraordinary amount of
publicity in the popular as well
as scientific press.

... it has perhaps ballooned to
an importance beyond its
actual accomplishments. "

- Claude Shannon, 1956
on Information Theory

The Bandwagon

CLAUDE E. SHANNON

become something of a scientific bandwagon.

Starting as a technical tool for the communica-
tion engineer, it has received an extraordinary
amount of publicity in the popular as well as the
seientifie press. In part, this has been due to connec-
tions with such fashionable fields as computing ma-
chines, eybernetics, and automation; and in part, to
the novelty of its subject matter. As a consequence,
it has perhaps been ballooned to an importance
beyond its actual accomplishments. Our fellow scien-
tists in many different fields, attracted by the fanfare
and by the new avenues opened to scientific analysis,
are using these ideas in their own problems. Applica-
tions are being made to biology, psychology, lin-
guistics, fundamental physics, economics, the theory
of organization, and many others. In short, informa-
tion theory is currently partaking of a somewhat
heady draught of general popularity.

Although this wave of popularity is certainly
pleasant and exciting for those of us working in the
field, it carries at the same time an element of danger.
While we feel that information theory is indeed a
valuable tool in providing fundamental insights into
the nature of communication problems and will
continue to grow in importance, it is certainly no
panacea for the communication engineer or, a fortiori,
for anyone else. Seldom do more than a few of
nature’s secrets give way at one time, It will be all
too ecasy for our somewhat artificial prosperity to
collapse overnight when it is realized that the use of a
few exciting words like information, entropy, redun~
dancy, do not solve all our problems.

What can be done to inject a note of moderation in
this situation? In the first place, workers in other
fields should realize that the basic results of the

]INF()RMATION theory has, in the last few years,

subject are aimed in a very specific direction, a
direction that is not necessarily relevant to such
fields as psychology, economics, and other social
sciences. Indeed, the hard core of information theory
is, essentially, a branch of mathematics, a strictly
deductive system. A thorough understanding of the
mathematical foundation and its communication
application is surely a prerequisite to other applica-
tions. I personally believe that many of the concepts
of information theory will prove useful in these other
fields-—and, indeed, some results are alveady quite
promising—but the establishing of such applications
is not a trivial matter of translating words to a new
domain, but rather the slow tedious process of
hypothesis and experimental verification. If, for
example, the human being acts in some situations like
an ideal decoder, this is an experimental and not a
mathematical fact, and as such must be tested under
a wide variety of experimental situations.

Secondly, we must keep our own house in first class
order. The subject of information theory has cer-
tainly been sold, if not oversold. We should now turn
our attention to the business of research and devel-
opment at the highest scientific plane we can main-
tain. Research rather than exposition is the keynote,
and our critical thresholds should be raised. Authors
should submit only their best efforts, and these only
after careful criticism by themselves and their col-
leagues. A few first rate research papers are preferable
to a large number that are poorly conceived or half-
finished. The latter are no credit to their writers and
a waste of time to their readers. Only by maintaining
a thoroughly scientific attitude can we achieve real
progress in communication theory and consolidate
our present position.



I propose that intelligence is the ability to do things humans do.

The first step to answering this question is to ask: what are humans doing? Humans
have existed for about 200,000 years, and for all but about the last 5,000 of those years,
humans have spent most of their time doing one thing: sitting around doing nothing.
For the vast majority of human history, humans have done nothing but sit around, day

after day, week after week, year after year.

So what does it mean to be intelligent? It means to be able to do nothing.

* https://arr.am/2020/07/31/human-intelligence-an-ai-op-ed/






FORMAL THEORY OF FUN & CREATIVITY EXPLAINS SCIENCE, ART, MUSIC, HUMOR

Formal Theory of
Croativity & Fun &
Intrinsic Motivation
(1990-2010)
by Jirgen Schmidhuber
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Madhu Shashanka
LS @ShashankaMadhu

To begin with, the field has no precise or clear
definitions for “artificial” or “intelligence” but together

it’s supposed to make sense!? It is good for marketing
but not for an academic discipline.

,;ii Talia Ringer ® [ @TaliaRinger - Sep 5

| often think that Al would be a way better field if it abandoned its name and
went with something like "automation” or whatever

Show this thread



Fa "‘. Yogi Jaeger

U @yoginho

Why not be honest and call "artificial intelligence"
(#Al) "algorithmic mimicry" (AM) instead? It's been a
misnomer (and Al researchers always knew that) from
the very beginning. It would help us so much to

properly understand & contextualize its capabilities &
limitations.
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In all seriousness, I think this is actually a really good measurement of code quality. It's basically
an indicator of how well something conforms to the principle of least surprise.



THIS 15 YOUR MACHINE LEARNING SYSTEM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLJERS ON THE OTHER SIDE.

WHAT IF THE ANSLIERS ARE LJRONG? )

JUST STIR THE PILE UNTIL
THEY START [OOKING RIGHT.

* xked



Automation needs predictability

Machine
HEEW“:H mrﬂmn“ﬂ
: Management
Configuration Data Collection Serving
- Infrastructure
Analysis Tools
Feature
. Frocess
Extraction Management Tools

Figure 1: Only a small fraction of real-world ML systems is composed of the ML code, as shown
by the small black box in the middle. The required surrounding infrastructure is vast and complex.

* Hidden Technical Debtin Machine Learning Systems, 2015



Deep learning (DL) training algorithms utilize nondeterminism to
improve models’ accuracy and training efficiency. Hence, multi-
ple identical training runs (e.g., identical training data, algorithm,
and network) produce different models with different accuracies
and training times. In addition to these algorithmic factors, DL li-
braries (e.g., TensorFlow and cuDNN) introduce additional variance
(referred to as implementation-level variance) due to parallelism,
optimization, and floating-point computation.

This work is the first to study the variance of DL systems and
th areness of this variance among researchers and practition-
ers. Pur experiments on three datasets with six popular networks
show large overall accuracy differences among identical training
runs. Even after excluding weak models, the accuracy difference
is 10.8%. In addition, implementation-level factors alone cause the
accuracy difference across identical training runs to be up to 2.9%,
the per-class accuracy difference to be up to 52.4%, and the training
time difference to be up to 145.3%. All core libraries (TensorFlow,
CNTK, and Theano) and low-level libraries (e.g., cuDNN) exhibit
implementation-level variance across all evaluated versior;*

Our researcher and practitioner survey shows that 83.8 the

* Problems and Opportunities in Training Deep Learning Software Systems: An Analysis of Variance, 2020
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T LEARNED IT LAST
NIGHT! EVERYTHING
1S GO SIMPLE!

I

HELLO WORLD 1S JusST
print "Hello, world!"

I DUNNO...
DYNAMIC TYPING?
WHITEGRACE?

COME JoiN US!
PROGRAMMING
IS FUN AGAIN!
IT'S A WHOLE
NEW WORLD
\ UP HERE!

BUT HOW ARE
YOU FLYING?

/
I JuUsT TYPED

import mﬂ?gm.uff‘-j
THATS ITY (

... I ALSO SAMPLED
EVERYTHING IN THE
MEDICINE CABINET
FOR COMPARISOM.
(

BUT T THINK THIS

15 THE PYTHON.







Madhu Shashanka
2 > @ShashankaMadhu

Couldn't agree more. But the key is empathy, what's
simple for you maybe too complex and hard to use for
most other people. You need to know what simple
means for the people you are building for.

vr‘ Francgois Chollet & @fchollet - Apr 20, 2021

Technologists shouldn't just make things possible. They should make them
simple. In many ways it's far more difficult. To something possible you just need
to be clever. To make it simple you need vision. Intelligence is common, vision is
rare.

Show this thread

Madhu Shashanka
= ® @ShashankaMadhu

Defining precise use-cases and having a clear
understanding of the value of solving those use-cases
are necessary for real-world success. This is where
domain expertise comes into play. Machine learning /
deep learning hammers alone will not give you that.



Essay 1771

The importance of stupidity in scientific research
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Guiding principles

While Al expertise is a key strength and differentiator for Concentric, what sets us apart is that data security is
in our DNA.

Unlike newcomers in the field who see every challenge as a nail for the proverbial Al hammer, our team has
decades of lived experience confronting and overcoming real-world cybersecurity challenges.

We’'ve been thinking about the data security problem for quite some time, long before Concentric’s founding
back in 2018.



1. First-principles thinking. Focus on solving the challenges at hand, ignoring prevailing conventional wisdom
of what’s possible or not while avoiding unnecessary complexity. It starts with truly understanding the real
pain-points of practitioners and identifying where you can add tangible value.

2. Relentless focus on precision. Any product that produces novel insights must confront the issue of false-
positives. We had a strict requirement that anything we built kept false positives to a minimum (also known
as “high-precision”). This is critical in a field like cybersecurity, which is chronically under-staffed.
Practitioners cannot afford to chase after alerts that turn out to be benign.

3. Enterprise-grade scale. Whatever we built had to meet enterprise-level scale and prove to be bullet-proof
enough to support enterprise environments. A corollary is that the technology stack chosen should be
amenable to being operationalized in a cost-sustainable manner. There is a history of Al startups ignoring
this at their peril, releasing seemingly impressive demos only to eventually fold at large data volume
thresholds.
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160k+ high school students will only graduate if

a statistical model allows them to
Jun 17, 2020

tl:dr : Due to curriculum disruptions the International Baccalaureate (IB) is going to use a
statistical model to assign grades for > 160,000 high school students. These grades have
a very significant impact on students’ lives (for better or for worse). This is an
inappropriate use of 'big data’ and a terrible idea for a plethora of different reasons.

Alan Mackworth
@AlanMackworth

“It’s completely obvious that within 5 years deep
learning will do better than radiologists”, Geoff Hinton
(2016) youtu.be/2HMPRXstSvQ

@ Alan Mackworth @AlanMackworth - Mar 22, 2021

“none of the models identified are of potential clinical use due to methodological
flaws and/or underlying biases.” t.co/SRhLG21PD9




Madhu Shashanka
¥ ©@ShashankaMadhu

perfect use-cases for automation via ML are those
where the cost of making mistakes are low

> Andrew Whitby @EconAndrew - Jan 26
Maybe machine learning in radiology is on the wrong track.

Rather than trying to replace radiologists in high-stakes work like diagnosing
cancer, maybe it should target areas where radiology would currently be
unaffordable, like routine ultrasound for minor soft tissue injuries.

Show this thread
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hardmaru &
« - @hardmaru

Machines see objects

Humans see ideology
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